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	 Multiple	linear	regression	is	a	central	analytical	tool	in	econometric	research	used	to	model	
the	 relationship	 between	 a	 dependent	 variable	 and	 multiple	 independent	 variables.	
However,	 the	 accuracy	 and	 validity	 of	 such	 models	 are	 highly	 dependent	 on	 classical	
assumptions,	particularly	multicollinearity	and	 linearity.	Multicollinearity,	characterized	
by	high	correlations	among	predictor	variables,	can	inflate	standard	errors	and	obscure	
the	true	effects	of	individual	variables.	Linearity,	meanwhile,	ensures	that	the	relationships	
between	variables	follow	a	straight-line	pattern,	which	is	essential	for	valid	estimation	and	
inference.	This	theoretical	study	aims	to	deepen	the	understanding	of	both	assumptions,	
explore	their	causes,	 impacts,	and	identify	methodological	approaches	for	detection	and	
correction.	 Employing	 a	 descriptive	 literature	 review	 method,	 the	 study	 synthesizes	
insights	from	contemporary	econometric	research	to	provide	a	conceptual	framework	for	
handling	 these	 issues.	 Key	 findings	 highlight	 that	 multicollinearity	 often	 arises	 from	
overlapping	 variables,	 small	 samples,	 and	 measurement	 errors,	 and	 can	 be	 addressed	
through	variable	elimination,	transformation,	or	penalized	regression	techniques	such	as	
ridge	 and	 lasso	 regression.	 Linearity	 violations,	 frequently	 resulting	 from	 model	
misspecification	or	temporal	dependencies,	may	be	mitigated	using	data	transformations,	
polynomial	regression,	or	robust	regression	approaches.	The	study	concludes	that	proper	
diagnostic	tools	and	corrective	strategies	are	essential	for	improving	model	reliability	and	
enhancing	the	credibility	of	econometric	findings	in	economic	research.	

1. Introduction
Multiple	linear	regression	is	a	widely	used	

statistical	technique	to	examine	the	relationship	
between	 a	 single	 dependent	 variable	 and	
multiple	independent	variables	(Kasemset	et	al.,	
2014).	This	method	is	essential	in	various	fields,	
including	economics,	social	sciences,	and	health,	
for	 modeling	 and	 predicting	 complex	
phenomena.	However,	to	ensure	the	validity	and	
reliability	 of	 the	 regression	model,	 researchers	
must	 adhere	 to	 the	 classical	 assumptions	 of	
regression	analysis.	

These	 classical	 assumptions	 include	
linearity	 (the	 relationship	 between	 variables	
should	 be	 linear),	 independence	 (observations	
are	 independent),	 homoscedasticity	 (constant	
variance	 of	 residuals),	 normality	 (normally	
distributed	 residuals),	 and	 the	 absence	 of	
multicollinearity	 (no	 high	 correlation	 among	
independent	 variables)	 (Morrissey	 &	 Ruxton,	
2018).	 Violations	 of	 these	 assumptions	 can	
result	 in	 biased,	 inefficient	 estimates	 and	
incorrect	 inferences	 (Sebayang	 &	 Yuniarto,	
2017).	

Recent	 studies	 have	 emphasized	 the	
importance	 of	 diagnosing	 and	 correcting	
assumption	 violations	 in	 regression	 models.	
Hasanah	et	al.	 (2021)	highlight	 the	significance	
of	detecting	multicollinearity,	while	Nastiti	et	al.	
(2023)	 demonstrate	 advanced	 diagnostic	 tools	
and	data	 transformation	 techniques	 to	 address	
assumption	 violations.	 Nwaigwe	 et	 al.	 (2004)	
underscore	the	role	of	proper	variable	selection	
in	 minimizing	 assumption	 violations	 and	
improving	model	accuracy.	

Multicollinearity,	one	of	the	most	common	
issues	 in	 multiple	 regression,	 occurs	 when	
independent	 variables	 are	 highly	 correlated.	 It	
can	be	identified	through	diagnostic	tools	such	as	
the	 Variance	 Inflation	 Factor	 (VIF)	 and	
Tolerance	 (Widana	 &	 Muliani,	 2020).	
Conversely,	 linearity	 refers	 to	 whether	 the	
relationship	 between	 the	 dependent	 and	
independent	 variables	 can	 be	 accurately	
represented	by	a	straight	line	(Martaningtyas	et	
al.,	2024).	
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Given	the	critical	role	of	these	assumptions	
in	 regression	 modeling,	 this	 study	 aims	 to	
provide	 a	 theoretical	 exploration	 of	
multicollinearity	and	linearity.	It	identifies	their	
causes,	 impacts,	 and	 provides	 practical	
approaches	 to	 address	 them.	 This	 paper	 also	
emphasizes	 the	 need	 for	 proper	 training	 in	
regression	diagnostics	to	enhance	the	credibility	
and	reliability	of	economic	research	outcomes.	

	
2. Literature	Review		
2.1 Multicollinearity	Test	

Multicollinearity	refers	to	a	high	correlation	
between	two	or	more	independent	variables	in	a	
multiple	 linear	 regression	 model	 (Widarjono,	
2010).	This	condition	can	distort	the	estimation	
of	 regression	 coefUicients,	 inUlate	 standard	
errors,	 and	 reduce	 the	 statistical	 power	 of	 the	
model.	A	good	regression	model	assumes	that	all	
independent	 variables	 are	 mutually	
uncorrelated	 or	 orthogonal,	 meaning	 the	
correlation	value	between	them	approaches	zero	
(Ghozali,	 2016).	 When	 multicollinearity	 is	
present,	 it	 becomes	 difUicult	 to	 determine	 the	
individual	effect	of	each	independent	variable	on	
the	dependent	variable,	as	their	shared	variance	
may	overlap.	For	instance,	in	a	regression	model	
that	 uses	 motivation,	 leadership,	 and	 job	
satisfaction	 as	 predictors	 of	 performance,	 high	
correlation	between	any	of	these	predictors	may	
compromise	the	validity	of	the	model	(Marsuni,	
2024).	Although	multicollinearity	is	a	matter	of	
degree	rather	than	type,	it	can	be	detected	using	
several	 statistical	 techniques.	 Common	
diagnostic	 tools	 include	 the	 Variance	 InUlation	
Factor	 (VIF),	 Tolerance,	 Pearson	 correlation	
matrix,	 and	 Condition	 Index	 (CI)	 (UT,	 2021).	 A	
VIF	value	above	10	or	 a	Tolerance	value	below	
0.1	 generally	 indicates	 a	 serious	
multicollinearity	problem.	Addressing	this	issue	
may	 involve	 variable	 elimination,	 data	
transformation,	 or	 using	 alternative	 modeling	
techniques	such	as	ridge	regression.	

	
2.2 Linearity	Test	

Linearity	 is	 a	 fundamental	 assumption	 in	
regression	 analysis,	 where	 the	 relationship	
between	 independent	 and	 dependent	 variables	

is	 expected	 to	 follow	 a	 straight-line	 equation.	
Mathematically,	 a	 linear	 relationship	 can	 be	
expressed	as	𝑦	=	𝑚	𝑥	+	𝑏	y=mx+b,	where	𝑦	y	is	
the	dependent	 variable,	𝑥	 x	 is	 the	 independent	
variable,	𝑚	m	is	the	slope,	and	𝑏	b	is	the	intercept.	
This	assumption	is	critical	for	the	accuracy	and	
interpretability	of	the	model.	Linear	models	are	
preferred	 for	 their	 simplicity,	 ease	 of	
computation,	 and	 intuitive	 interpretation.	 The	
property	of	superposition	in	linear	relationships	
allows	the	use	of	multiple	independent	variables	
in	 a	 combined	 form	 to	 predict	 the	 dependent	
variable.	However,	 not	 all	 relationships	 in	 real-
world	 data	 are	 linear.	 In	 cases	where	 variables	
exhibit	 curvilinear	 or	 complex	 interactions,	
applying	a	linear	model	may	lead	to	misleading	
results.	 Techniques	 such	 as	 curve	 estimation,	
residual	 plots,	 or	 scatterplots	 are	 used	 to	
examine	 the	 linearity	 of	 the	 relationship	
(Martaningtyas	et	al.,	2024).	If	residuals	display	
non-random	 patterns,	 it	 suggests	 that	 the	
linearity	assumption	is	violated,	and	a	non-linear	
model	may	be	more	appropriate.	Before	Uitting	a	
regression	model,	researchers	should	perform	a	
linearity	test	to	ensure	the	assumptions	are	met.	
Failure	 to	 do	 so	 can	 result	 in	 biased	 estimates	
and	 poor	 predictive	 accuracy,	 ultimately	
weakening	 the	 credibility	 of	 the	 research	
Uindings	(Supriyadi	et	al.,	2017).	

	
3 Research	Methods	

This	study	employs	a	descriptive	qualitative	
approach	using	a	systematic	literature	review	to	
explore	 and	 analyze	 the	 concepts	 of	
multicollinearity	 and	 linearity	 within	 the	
framework	of	classical	assumptions	 in	multiple	
linear	 regression.	 The	 focus	 is	 to	 build	 a	
theoretical	 foundation	that	enables	researchers	
to	 better	 understand	 how	 violations	 of	 these	
assumptions	can	compromise	the	reliability	and	
accuracy	of	econometric	models.	

The	literature	review	method	was	chosen	to	
synthesize	theoretical	insights	from	a	variety	of	
scholarly	 sources,	 including	 peer-reviewed	
journal	 articles,	 academic	 books,	 and	 relevant	
empirical	 studies.	The	 inclusion	criteria	 for	 the	
literature	were	based	on	relevance	to	the	topics	
of	 multicollinearity,	 linearity,	 and	 classical	
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assumption	 testing	 in	 econometrics,	 with	 a	
preference	 for	 recent	 and	 high-impact	
publications.	 The	 stages	 of	 this	 research	
included:	
1. Identifying	 and	 selecting	 relevant	 academic	
literature;	

2. Extracting	key	concepts	and	findings	related	
to	regression	assumptions;	

3. Analyzing	 and	 synthesizing	 theoretical	
perspectives	 to	 propose	 appropriate	
diagnostic	and	corrective	measures;	

4. Compiling	 the	 results	 into	 a	 coherent	
discussion	that	addresses	the	implications	of	
assumption	 violations	 for	 regression-based	
research.	
As	 this	 is	 a	 theoretical	 study,	 no	 primary	

data	collection	or	fieldwork	was	conducted.	The	
methodology	 emphasizes	 conceptual	 analysis	
and	critical	evaluation	of	existing	studies,	aiming	
to	 produce	 a	 comprehensive	 reference	 for	
researchers	 concerned	 with	 ensuring	 the	
validity	and	reliability	of	regression	models.	This	
approach	 provides	 both	 a	 foundational	 and	
practical	 understanding	 of	 how	 to	 identify	 and	
manage	multicollinearity	and	linearity	issues	in	
economic	research.	

	
4 Results	and	Discussion	
4.1 Multicollinearity	Test	
4.1 Cause	Symptom	/	Violation	

Multicollinearity	occurs	when	two	or	more	
independent	variables	in	a	regression	model	are	
highly	 correlated,	 leading	 to	 redundancy	 in	 the	
information	they	provide.	This	often	stems	from	
poor	 research	 design,	 natural	 relationships	
among	variables	(e.g.,	income	and	consumption),	
the	 inclusion	 of	 overlapping	 indicators	 (e.g.,	
“years	 of	 education”	 and	 “education	 level”),	 or	
excessive	use	of	dummy	variables	(Sriningsih	et	
al.,	 2018;	 Arisandi	 et	 al.,	 2021).	 Time-related	
variables	in	time-series	data	may	exhibit	similar	
trends	 (e.g.,	 inUlation	 and	 GDP),	 increasing	 the	
risk	of	multicollinearity.	Measurement	error	and	
small	sample	sizes	further	exacerbate	this	issue,	
making	 spurious	 correlations	 appear	 stronger	
than	 they	 truly	 are.	 The	 correlation	 between	
these	variables	can	be	measured	by	the	Pearson	
correlation	formula	as	follows:	

𝑟 = 	
∑ (𝑋! − 𝑋,)(𝑌! − 𝑌,)"
!#$

/∑ (𝑋! − 𝑋,"
!#$ )% 	∑ (𝑌! − 𝑌,)%"

!#$

	

Description	:		
r		 :	 Pearson	 correlation	 coefUicient	 that	
measures	 the	 relationship	 between	 variables	 X	
and	Y	
𝑋	dan	𝑌		 :	means	of	variables	X	and	Y	
Xi	dan	Yi		:	individual	values	of	variables	X	and	Y	
n		 :	number	of	data	in	the	sample	

This	 relationship	 can	 occur	 naturally	
without	 intervention	 from	 the	 researcher,	 but	
can	cause	the	analysis	results	to	be	biased	if	not	
handled	properly.	Multicollinearity	can	also	arise	
when	 the	 independent	 variables	 used	 in	 the	
model	are	too	similar	or	substitute	for	each	other.	
Under	 these	 conditions,	 difUiculties	 arise	 in	
determining	the	individual	effect	of	each	variable	
on	 the	 dependent	 variable,	which	 can	 result	 in	
unstable	estimates	and	less	clear	interpretations	
(Yaldi	et	al.,	2022).	

The	use	of	overlapping	variables	is	often	the	
cause	 of	 multicollinearity.	 This	 usually	 occurs	
when	researchers	include	two	or	more	variables	
that	measure	the	same	aspect	of	a	phenomenon.	
For	example,	 in	an	analysis	 involving	education	
level,	 including	 variables	 such	 as	 “years	 of	
education”	 and	 “education	 level”	 in	 the	 same	
model	can	result	in	multicollinearity	because	the	
two	 variables	 are	 conceptually	 closely	 related	
(Sriningsih	 et	 al.,	 2018).	 Excessive	 or	
inappropriate	 dummy	 variables	 can	 also	 be	 a	
source	of	multicollinearity.	This	is	often	found	in	
models	that	try	to	capture	the	effects	of	certain	
categories	 with	 dummy	 variables,	 especially	
when	 all	 categories	 are	 included	 in	 the	model.	
This	situation	is	known	as	the	“dummy	variable	
trap,”	 where	 the	 number	 of	 dummy	 variables	
equals	 the	 number	 of	 categories,	 causing	
information	redundancy.	

The	effect	of	time	or	trends	in	the	data	can	
also	 cause	 multicollinearity,	 especially	 in	 time	
series	analysis.	Variables	that	change	over	time,	
such	 as	 inUlation	 rates,	 interest	 rates,	 and	 GDP	
growth,	tend	to	have	similar	trend	patterns.	Poor	
research	 design	 can	 be	 the	 root	 of	 the	
multicollinearity	problem.	If	researchers	do	not	
conduct	an	 initial	exploration	of	 the	data	or	do	
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not	 pay	 attention	 to	 the	 relationship	 between	
independent	 variables	 before	 building	 the	
model,	 multicollinearity	 is	 likely	 to	 appear	
(Arisandi	et	al.,	2021).	Therefore,	it	is	important	
for	researchers	to	conduct	preliminary	analysis,	
such	 as	 evaluating	 the	 correlation	 matrix	 or	
using	other	exploratory	methods,	to	ensure	that	
the	independent	variables	included	in	the	model	
do	not	have	too	strong	a	linear	relationship.	

	
Figure	1	Correlation	Matrix	

Inaccurate	 measurement	 of	 variables	 can	
also	 trigger	 multicollinearity.	 When	 data	 is	
measured	 in	 an	 inconsistent	 way	 or	 there	 are	
measurement	 errors,	 the	 results	 can	 be	
inaccurate	 and	 lead	 to	 false	 relationships	
between	the	independent	variables.	For	example,	
if	 researchers	 use	 data	 taken	 from	 different	
sources	 with	 different	 measurement	 methods,	
the	variables	may	show	relationships	that	do	not	
reUlect	 reality.	 In	 terms	 of	 sample	 size,	 small	
sample	 size	 can	 exacerbate	 the	 problem	 of	
multicollinearity.	In	statistical	analysis,	a	limited	
amount	 of	 data	 often	 makes	 the	 relationship	
between	variables	more	obvious.	In	other	words,	
in	 a	 small	 sample,	 independent	 variables	 are	
more	 likely	 to	 appear	 strongly	 correlated	 even	
though	 the	 relationship	 is	 actually	 insigniUicant	
in	a	larger	population.		
	
4.2 Impact	

Multicollinearity	 inUlates	 the	 variance	 of	
coefUicient	estimates,	making	them	unstable	and	
statistically	 insigniUicant	 despite	 actual	 effects.	
This	undermines	interpretability	and	predictive	
power	 (Lin	 et	 al.,	 2011).	 Tools	 such	 as	 the	
Variance	 InUlation	 Factor	 (VIF)	 and	 Condition	
Index	are	commonly	used	to	detect	its	presence.	

A	 VIF	 >10	 or	 a	 Condition	 Index	 >30	 typically	
signals	 serious	 multicollinearity	 (Aditiya	 et	 al.,	
2023).	

	
Figure	2	VIF	Plot	

In	addition,	multicollinearity	can	cause	the	
variance	value	of	parameter	estimates	to	be	very	
large.	 This	 high	 variance	 makes	 parameter	
estimation	 inefUicient	 and	 tends	 to	 have	 large	
standard	errors.	In	other	words,	the	conUidence	
intervals	 for	the	regression	coefUicients	become	
wide,	 making	 it	 difUicult	 to	 accurately	 test	 the	
signiUicance	of	the	independent	variables.	In	such	
a	 situation,	 although	 the	 relationship	 between	
the	 independent	 and	 dependent	 variables	 is	
actually	signiUicant,	statistical	tests	may	show	the	
opposite	result.	This	can	also	be	seen	through	the	
Condition	Index	Plot,	which	shows	the	severity	of	
multicollinearity	 in	 the	 model.	 According	 to	
Aditiya	 et	 al.,	 (2023)	 condition	 index	 values	
above	30	are	often	an	indication	that	the	model	
matrix	 is	 in	 an	 unstable	 condition,	making	 the	
analysis	results	less	reliable.	

	
Figure	3	Condition	Index	Plot	

Multicollinearity	 can	 also	 cloud	 the	
interpretation	 of	 the	 regression	 model.	 When	
there	 is	 a	 strong	 linear	 relationship	 between	
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independent	variables,	it	is	difUicult	to	determine	
whether	the	effect	of	a	particular	variable	on	the	
dependent	 variable	 is	 the	 direct	 result	 of	 that	
variable	or	the	result	of	a	relationship	with	other	
independent	 variables.	 As	 a	 result,	 conclusions	
drawn	 from	 the	 regression	 model	 may	 be	
misleading	 or	 irrelevant	 in	 the	 context	 of	 the	
study.	

Another	 impact	 of	 multicollinearity	 is	 a	
decrease	 in	 the	 value	 of	 the	 t-statistic	 for	 a	
particular	independent	variable.	This	decrease	is	
due	to	the	increased	standard	errors	associated	
with	 the	 regression	 coefUicients.	 As	 a	 result,	
independent	variables	that	should	be	signiUicant	
in	 inUluencing	 the	 dependent	 variable	 may	
appear	insigniUicant	in	the	analysis	results.	This	
can	 lead	 to	 the	 removal	 of	 actually	 important	
variables	 from	 the	 model,	 which	 ultimately	
harms	 the	 interpretation	 and	 validity	 of	 the	
results.	

Regression	coefUicients	produced	by	models	
affected	 by	 multicollinearity	 also	 often	 have	
signs	or	values	that	do	not	make	sense	(Agustin	
&	 Astuti,	 2020).	 For	 example,	 variables	 that	
theoretically	 have	 a	 positive	 relationship	 with	
the	 dependent	 variable	 may	 show	 a	 negative	
relationship	in	the	regression	results.	This	casts	
doubt	on	the	validity	of	the	model	and	makes	it	
difUicult	 to	 logically	 explain	 the	 phenomenon	
under	 study.	 In	 addition,	 multicollinearity	 can	
reduce	 the	model's	ability	 to	accurately	predict	
new	 data.	 Models	 that	 suffer	 from	
multicollinearity	 tend	 to	 be	 overUitting,	 where	
the	model	overUits	 itself	 to	 the	sample	data	but	
fails	to	predict	the	same	pattern	in	other	data.	In	
a	 business	 or	 policy	 context,	 this	 can	 result	 in	
incorrect	 decisions	 based	 on	 biased	 model	
predictions.	

Finally,	 multicollinearity	 can	 decrease	 the	
efUiciency	 of	 data	 utilisation.	 When	 it	 occurs,	
highly	 correlated	 independent	 variables	 do	not	
actually	add	much	new	information	to	the	model,	
but	instead	complicate	the	analysis	(Widiastuti	&	
Raharjo,	2020).	As	a	result,	 the	model	becomes	
more	 complex	 without	 providing	 a	 signiUicant	
improvement	 in	 the	 ability	 to	 explain	 the	
dependent	 variable.	 Therefore,	 identifying	 and	
addressing	 multicollinearity	 is	 essential	 to	

ensure	 valid,	 efUicient	 and	 reliable	 analysis	
results.	
	
4.3 Handling	

Multicollinearity	is	a	common	problem	that	
can	arise	in	regression	analysis,	especially	when	
the	 independent	 variables	 have	 a	 very	 strong	
linear	 relationship	 with	 each	 other.	 While	
multicollinearity	does	not	necessarily	violate	the	
basic	assumptions	of	regression,	its	presence	can	
cloud	the	interpretation	of	results	and	reduce	the	
validity	of	the	model.	One	of	the	simplest	ways	to	
deal	with	multicollinearity	 is	 to	 remove	 one	 of	
the	 independent	 variables	 that	 is	 highly	
correlated	 with	 the	 other	 variables.	 This	
approach	is	effective	if	the	deleted	variable	is	not	
theoretically	 important	 or	 does	 not	 contribute	
signiUicant	 information	 to	 the	model.	According	
to	Suyono	in	Amelia	&	Putra,	(2023),	researchers	
can	use	correlation	analysis	or	Variance	InUlation	
Factor	 (VIF)	 to	 identify	which	 variables	 should	
be	removed	from	the	model.	VIF	measures	how	
much	 the	variance	of	 the	 regression	 coefUicient	
increases	 due	 to	multicollinearity.	 The	 formula	
for	calculating	VIF	is	as	follows:	

𝑉𝐼𝐹 = 	
1

1 − 𝑅%
	

where	R2	is	the	coefUicient	of	determination	from	
regressing	that	independent	variable	on	all	other	
independent	variables	 in	 the	model.	VIF	values	
greater	 than	 10	 indicate	 serious	
multicollinearity	and	need	to	be	addressed.	

Another	 approach	 is	 to	 combine	 highly	
correlated	 independent	 variables	 into	 one	 new	
variable.	 This	 technique	 is	 often	 referred	 to	 as	
index	 formation	 or	 composite	 score.	 For	
example,	 if	 there	 are	 two	 variables	 that	 both	
measure	a	certain	aspect	of	a	phenomenon,	they	
can	be	combined	into	one	using	methods	such	as	
averaging	 or	 factor	 analysis.	 This	 approach	
preserves	the	information	that	the	variables	have	
without	causing	multicollinearity.	

Variable	 transformation	 can	 also	 be	 an	
option	 to	 overcome	 multicollinearity.	 One	
commonly	 used	 form	 of	 transformation	 is	
logarithmising	 or	 squaring	 the	 data.	 This	
transformation	 can	 reduce	 the	 correlation	
between	independent	variables,	especially	if	the	
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relationship	between	the	variables	is	non-linear.	
In	addition,	this	technique	can	also	help	correct	
abnormal	data	distribution,	which	is	sometimes	
the	 root	 of	 multicollinearity	 problems.	 In	
addition,	 it	 can	 also	 be	 considered	 to	 use	
regression	 analysis	 techniques	 that	 are	 more	
robust	 to	 multicollinearity,	 such	 as	 ridge	
regression	or	lasso	regression.	Ridge	regression	
adds	 a	 penalty	 to	 the	 estimated	 regression	
coefUicients,	 which	 makes	 the	 parameters	
smaller	and	more	stable,	despite	the	presence	of	
multicollinearity	 (Çankaya	 et	 al.,	 2019).	 The	
ridge	regression	model	can	be	written	with	the	
following	formula:	

𝛽6&!'() 	= argmin
*
(=(	𝑌! − 𝑋!𝛽)% + 𝜆=𝛽+%

,

-#$

	)
"

!#$

	

di	where	λ	 is	a	penalty	parameter	that	controls	
how	much	penalty	is	applied	to	the	coefUicients.	

Lasso	regression	(Least	Absolute	Shrinkage	
and	Selection	Operator)	is	another	method	that	
can	be	used	to	overcome	multicollinearity	(Saleh,	
2020).	Lasso	also	adds	a	penalty,	but	uses	the	L1	
norm	to	calculate	the	penalty,	which	can	force	the	
coefUicients	to	be	zero.	This	provides	the	added	
advantage	 of	 being	 able	 to	 select	 the	 most	
relevant	variables	for	the	model.	The	formula	for	
lasso	regression	is:	

𝛽6 ./001 	= argmin
*
(=(	𝑌! − 𝑋!𝛽)% + 𝜆=@𝛽-@

,

-#$

	)	
"

!#$

	

If	multicollinearity	comes	 from	time	series	
data	or	data	with	a	certain	trend,	detrending	can	
be	 an	 effective	 solution	 (Subagyo,	 2018).	
Detrending	is	done	by	removing	the	trend	effect	
from	 the	 independent	 variable,	 for	 example	 by	
calculating	 the	 difference	 between	 the	 current	
value	 and	 the	 previous	 value.	 This	 technique	
helps	 to	 reduce	 correlations	 caused	 by	 time	
patterns,	making	the	model	more	stable.	

Increasing	 the	 sample	 size	 can	 also	 help	
reduce	multicollinearity.	When	the	sample	size	is	
small,	 the	 relationship	 between	 independent	
variables	tends	to	look	stronger	than	it	actually	
is.	By	increasing	the	amount	of	data,	the	variance	
of	the	parameter	estimates	will	decrease,	and	the	
relationship	between	the	independent	variables	
will	look	closer	to	reality.	However,	this	approach	

requires	 greater	 resources,	 such	 as	 time	 and	
money,	so	it	is	not	always	feasible.	

It	 is	 important	 for	 researchers	 to	 conduct	
preliminary	analyses	of	the	data	before	building	
a	regression	model.	Steps	such	as	evaluating	the	
correlation	 matrix,	 calculating	 VIF	 values,	 and	
performing	other	exploratory	analyses	can	help	
identify	 potential	 multicollinearity	 early	 on.	
Through	 a	 better	 understanding	 of	 the	
relationship	 between	 independent	 variables,	
researchers	 can	 design	 more	 efUicient	 models	
and	minimise	the	risk	of	multicollinearity.	
	
4.2 Linearity	Test	
a. Cause	Symptom/Violation	

Violation	of	the	linearity	assumption	occurs	
when	the	relationship	between	the	independent	
and	 dependent	 variables	 is	 not	 linear.	 In	many	
studies,	this	relationship	is	assumed	to	be	linear	
based	 on	 existing	 theory,	 but	 it	 is	 not	 always	
proven	 in	 practice.	 If	 the	 relationship	 is	 not	
linear,	 then	 the	 regression	 model	 constructed	
will	give	inaccurate	and	misleading	results.	Some	
types	of	violations	that	can	occur	include	bias	in	
model	 speciUication	 because	 some	 important	
variables	are	not	included.	This	situation	arises	
when	 the	 analysis	 does	 not	 consider	 variables	
that	 should	 be	 present,	 which	 can	 lead	 to	
inappropriate	or	misleading	conclusions,	as	well	
as	 a	 potential	 misunderstanding	 of	 the	
relationship	between	the	variables	under	study	
(Rizky	et	al.,	2024).	

In	addition,	the	interconnectedness	of	time	
series	 data	 can	 lead	 to	 inertia,	 where	 there	 is	
often	 an	 interdependent	 relationship	 between	
successive	 values,	 such	 that	 a	 change	 in	 one	
variable	 does	 not	 affect	 another	 variable	
immediately,	 but	 takes	 some	 time	 to	 show	 its	
effect.	Time	lags	can	also	affect	the	relationship	
between	 variables,	 where	 the	 impact	 of	 one	
variable	on	another	does	not	occur	immediately,	
but	 rather	 takes	 time	 before	 the	 effect	 is	 seen,	
making	 it	 difUicult	 to	 determine	 an	 accurate	
cause-and-effect	 relationship.	 Improper	 data	
processing	 can	 also	 result	 in	 distortions	 in	 the	
analysis	 results;	 inappropriate	 data	
manipulation	 or	 processing	 actions	 can	
undermine	 the	accuracy	of	 the	analysis	 results,	
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including	 the	 removal	 of	 invalid	 data	 or	 the	
application	 of	 analysis	 methods	 that	 are	 not	
suitable	 for	 the	 characteristics	 of	 the	 data	
(Awalia	&	Sihombing,	2022).	

The	 cobweb	 phenomenon	 can	 arise	 in	 the	
context	of	variable	Uluctuations,	where	a	change	
in	 one	 variable	 triggers	 an	 unstable	 chain	
reaction	 in	another	variable,	 often	occurring	 in	
an	economic	or	market	context.	When	producers	
or	 consumers	 respond	 to	 changes	 in	 price	 or	
demand,	they	may	make	inappropriate	decisions	
based	on	incomplete	information,	which	can	lead	
to	 a	 continuous	 cycle	 of	 Uluctuations	 that	 are	
difUicult	to	predict	(Rizky	et	al.,	2024).	
	
b. Impact	

Violation	 of	 the	 linearity	 assumption	 in	
regression	 models	 can	 lead	 to	 various	 serious	
problems,	one	of	which	is	estimation	error.	When	
the	 model	 does	 not	 fulUil	 this	 assumption,	 the	
resulting	 parameter	 estimates	 become	
inaccurate,	 which	 means	 that	 the	 parameter	
values	do	not	reUlect	the	values	that	actually	exist	
in	 the	population.	As	a	 result,	 the	prediction	of	
the	 value	 of	 the	 dependent	 variable	 becomes	
inappropriate.	For	example,	if	the	model	used	to	
predict	 sales	 based	 on	 advertising	 expenditure	
does	 not	 consider	 the	 non-linear	 relationship	
between	the	two	variables,	the	prediction	results	
can	 be	 very	 different	 from	 reality,	which	 has	 a	
negative	 impact	 on	 marketing	 strategies	 and	
decision-making	in	business	(Nastiti	et	al.,	2023).	

In	 addition,	 violations	 of	 the	 linearity	
assumption	 can	 also	 lead	 to	 incorrect	
interpretations	of	 the	 relationship	between	 the	
variables	being	analysed.	For	example,	if	the	true	
relationship	 is	 quadratic	 but	 the	 analysis	 is	
conducted	 by	 imposing	 a	 linear	 model,	 the	
resulting	 conclusions	 will	 be	 erroneous.	 This	
misinterpretation	 can	 lead	 to	 inappropriate	
decision-making,	as	 the	researcher	or	decision-
maker	 may	 feel	 that	 they	 have	 correctly	
understood	 the	 relationship	 between	 the	
variables,	when	 in	 fact	 this	 is	not	 the	case.	The	
consequences	 of	 this	 misinterpretation	 can	 be	
very	serious,	especially	in	the	context	of	scientiUic	
research	or	data	analysis	used	for	public	policy.	
In	addition,	limitations	in	prediction	are	also	an	

issue,	 where	 regression	 models	 that	 do	 not	
conform	 to	 the	 assumption	 of	 linearity	 will	
reduce	the	ability	to	make	accurate	predictions.	
This	inaccuracy	not	only	reduces	the	reliability	of	
the	analysis	results,	but	can	also	result	in	poorly	
informed	 data-driven	 decisions.	 In	 a	 business	
context,	 decisions	 made	 based	 on	 inaccurate	
predictions	 can	 lead	 to	 signiUicant	 Uinancial	
losses,	 as	 companies	 may	 allocate	 resources	
inefUiciently	 or	 fail	 to	 respond	 appropriately	 to	
market	changes	(Awalia	&	Sihombing,	2022).	
	
c. IdentiFication	Method	

One	way	to	detect	a	linearity	violation	is	to	
examine	 the	 residual	 pattern	 of	 the	 regression	
model.	Residuals	are	the	difference	between	the	
value	 predicted	 by	 the	 model	 and	 the	 actual	
value	of	the	dependent	variable.	By	plotting	the	
residuals	 against	 the	 predicted	 value	 or	
independent	variable,	we	can	identify	if	there	are	
certain	 patterns	 that	 indicate	 that	 the	
relationship	between	the	variables	is	not	linear.	
If	the	residuals	show	a	systematic	pattern,	such	
as	a	curve	or	repeating	pattern,	this	could	be	an	
indication	that	the	model	used	is	not	appropriate	
and	needs	to	be	improved	(Mardiatmoko,	2020).	

In	 addition	 to	 visual	 analysis,	 we	 can	 also	
use	 statistical	 tests	 to	 determine	 whether	 the	
regression	model	fulUils	the	linearity	assumption.	
Tests	 such	 as	 Ramsey	 RESET	 (Regression	
SpeciUication	Error	Test)	or	Lagrange	Multiplier	
can	 be	 used	 to	 detect	 model	 misspeciUication.	
These	 tests	 help	 in	 determining	 if	 there	 are	
missing	variables	or	if	the	relationship	between	
the	 variables	 does	not	 conform	 to	 the	 linearity	
assumption	 required	 for	 valid	 regression	
analysis.	By	using	 this	method,	 researchers	can	
be	more	conUident	that	the	model	they	are	using	
is	 an	 accurate	 representation	of	 the	data	being	
analysed	(Anam,	2020).	
	
d. Handling	

To	 handle	 violations	 of	 the	 linearity	
assumption	 in	 regression	 analysis,	 there	 are	
several	 approaches	 that	 can	 be	 taken.	 One	 of	
them	is	data	transformation,	where	researchers	
can	use	the	logarithm	or	square	of	the	variables	
to	 try	 to	 change	 the	 relationship	 to	 be	 more	
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linear	 (Awalia	 &	 Sihombing,	 2022).	 If	 the	
transformation	 is	unsuccessful,	 researchers	can	
consider	using	non-linear	models	or	polynomial	
regression	 that	 better	 Uits	 the	 existing	 data	
pattern	(Setya	Budi	et	al.,	2024).	In	addition,	the	
application	 of	 robust	 methods	 can	 also	 be	 a	
solution,	as	these	methods	can	help	correct	the	
inUluence	 of	 outliers	 and	 provide	 more	 stable	
estimates	 even	 if	 classical	 assumptions	 are	
violated	 (Anam,	 2020).	 By	 applying	 these	
approaches,	 researchers	 can	 improve	 the	
accuracy	and	reliability	of	the	analysis	results.	

	
5 Closing	
5.1 Conclusion	

Multicollinearity	 and	 violations	 of	 the	
linearity	assumption	are	two	critical	challenges	
in	 regression	 analysis	 that	 can	 signiUicantly	
distort	 model	 accuracy,	 interpretation,	 and	
predictive	 reliability.	 Multicollinearity	 arises	
when	 independent	 variables	 are	 highly	
correlated,	 leading	 to	 inUlated	 variances	 and	
unstable	 coefUicient	 estimates.	 Similarly,	 non-
linearity	between	predictors	and	the	dependent	
variable	 results	 in	 biased	 estimations	 and	
reduced	model	 validity.	 Both	 issues	 often	 stem	
from	 inadequate	 research	 design,	 data-related	
problems,	or	model	misspeciUication.	Addressing	
these	 problems	 is	 essential	 to	 ensure	 the	
robustness	of	empirical	Uindings. 

 

5.2 Recommendation	
Researchers	 are	 advised	 to	 perform	

comprehensive	 diagnostic	 tests	 before	
interpreting	 regression	 outputs.	 For	
multicollinearity,	tools	such	as	Variance	InUlation	
Factor	 (VIF)	 should	 be	 routinely	 used,	 and	
corrective	measures—like	 variable	 elimination,	
dimension	 reduction,	 or	 penalized	 regression	
methods	 (ridge,	 lasso)—should	 be	 considered	
when	 necessary.	 For	 linearity	 issues,	 residual	
plot	 analysis	 and	 tests	 like	 the	 Ramsey	 RESET	
should	 be	 conducted,	 followed	 by	 appropriate	
model	 adjustments,	 such	 as	 variable	
transformation	or	 the	 application	of	non-linear	
or	 robust	 regression	 techniques.	 By	
implementing	these	methodological	safeguards,	

future	 studies	 can	 produce	 more	 reliable	 and	
valid	 regression	 models	 that	 better	 inform	
theory	and	practice.	
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